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Abstract: The theory of intuitionistic fuzzy set (IFS) is well suitable to deal with vagueness and hesitancy. In this 

study, we propose a new fuzzy TOPSIS decision making model using entropy weight for dealing with multiple 

criteria decision making (MCDM) problems under intuitionistic fuzzy environment. This model allows measuring 

the degree of satisfiability and the degree of non-satisfiability, respectively, of each alternative evaluated across a set 

of criteria. To obtain the weighted fuzzy decision matrix, we employ the concept of Shannon‟s entropy to calculate 

the criteria weights. An investment example is used to illustrate the application of the proposed model. 
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1.0 Introduction  

A lot of multiple criteria decision making (MCDM) approaches have been developed and applied to diverse fields, 

like engineering, management, economics, etc. As one of the known classical MCDM approaches, TOPSIS 

(technique for order performance by similarity to ideal solution) was first developed by Hwang and Yoon ((1981). 

The primary concept of TOPSIS approach is that the most preferred alternative should not only have the shortest 

distance from the positive ideal solution (PIS), but also have the farthest distance from the negative ideal solution 

(NIS). General speaking, the advantages for TOPSIS include (a) simple, rationally comprehensible concept, (b) 

good computational efficiency, ability to measure the relative performance for each alternative in a simple 

mathematical form. 

Discovery of fuzzy set (FS) by Zadeh (1965) attracted the researchers worldwide. Before this invention, probability 

was the only way to measure uncertainty. However, the vague terms like fast speed, very intelligent, etc. could not 

be represented using probability theory. To quantify the vagueness involved in such terms, the fuzzy set theory 

proposed by Zadeh (1965) has proved to be very useful. With the evolution of FSs, many theories and approaches 

generalizing the concept of FS came into existence, for example. 

Amongst these extensions, the notion of intuitionistic fuzzy set proposed by Atanassov (1986) has gained much 

popularity with the authors. He (1986) proved with the help of an example that FSs alone were not capable to handle 

real-world problems based on intuition. In the existing structure of FS, Atanassov (1986) added one more factor 

called „Intuitionistic Index‟ or „Hesitancy Degree‟. The new structure was named as „Intuitionistic Fuzzy Set (IFS)‟. 

Now, it has been established in many studies that IFSs are more suitable to model the human nature than FSs. The 

introduction of intuitionistic fuzzy entropy by Burillo and Bustince (1996) caused the attention of research scholars 

from across the world. Many authors have defined the intuitionistic fuzzy entropies from their viewpoint. 

A multiple-attribute decision-making (MADM) problem is one in which we have to choose the most suitable 

alternative from a set of feasible alternatives satisfying a certain set of attributes. Quite often the criterion are so 

conflicting and commensurate that it becomes very difficult to take a final decision. Attributes weights play an 

important role in the solution of MADM problems. Proper assignment of attributes weights results in a better choice 

of best alternative. On the other hand, wrong assignment of attributes weights may cause the wrong selection of best 

alternative which ultimately may appear in the form of loss. This is the point where the role decision makers/experts 

comes into picture. VIKOR method has been extensively used in solving MADM problems like supplier selection 

problem and has produced satisfactory results. This is due to the fact that VIKOR method provides compromised 

solution. Entropy method is one of the widely used methods among objective methods. Each method has its own 
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advantages and disadvantages. However, the use of subjective weights is beneficial, but, due to time constraint, 

limited knowledge about problem domain on the part of decision makers etc., it may not always be possible to have 

reliable subjective weights. In such situations, use of objective weights becomes helpful. 

 In 1965, Zadeh  introduced first the theory of fuzzy sets. Later on, many researchers have been working on the 

process of dealing with fuzzy decision making problems by applying fuzzy sets theory. Roughly speaking, Zadeh‟s 

fuzzy set only assigns a single membership value between zero and one to each element. In 1993, Gau and Buehrer 

(1993) pointed out that this single value could not attest to its accuracy and proposed the concept of vague sets. 

Bustince and Burillo (1996), however, pointed out that the notion of vague sets coincides with that of intuitionistic 

fuzzy sets (IFSs) proposed by Atanassov (1996) almost ten years earlier. IFSs are proposed using two characteristic 

functions expressing the degree of membership and the degree of non-membership of elements of the universal set 

to the IFS. It can cope with the presence of vagueness and hesitancy originating from imprecise knowledge or 

information. In the last two decades, there exists a large amount of literature for the theory and application of IFS. 

Different from other studies, in this study, the criteria weights are obtained by conducting Shannon‟s entropy 

concept; after that, a fuzzy TOPSIS method is employed to order the alternatives. The proposed model fits the 

reality of the situation and its calculation is not difficult, so it can provide an efficient way to help the decision 

maker (DM) in making decisions. 

2.0 Preliminaries 

2.1 Intuitionistic fuzzy sets 

Definition 1 [1]. An IFS A in the universe of discourse X is defined with the form  

  .|)(,)(, XxxxxA AA    

where 

A  : X → [0, 1], ν A: X → [0, 1] 

with the condition 

 Xxxx AA  ,1)()(0  . 

The numbers )(xA  and )(xA denote the membership degree and the non-membership degree of x to A, 

respectively. 

Obviously, each ordinary fuzzy set may be written as 

{ )(1,)(, xxx AA   | x ∈ X } 

That is to say, fuzzy sets may be reviewed as the particular cases of IFSs. 

Noted that A is a crisp set if and only if for ∀x ∈ X, either )(xA  = 0, )(xA  = 1 or μA (x) = 1, )(xA  = 0.      

For each IFS A in X, we will call ),()(1)( xxx AAA   the  intuitionistic  index of x in A.  

It is a measure of hesitancy degree of x to A [1]. It is obvious that XxxA  ,1)(0  . 

For convenience of notation, IFSs(X) is denoted as the set of all IFSs in X. 

 

Definition 2 [4]. For every A ∈ IFSs(X), the IFS positive real number λ is defined as follows: 

 

λ A = { x, 1 − (1 − μ A (x))
λ
 , (ν A (x))

λ
 〉 | x ∈ X }. 

 

2.2 Entropy of IFS  

In 1948, Shannon(1948)  proposed the entropy function,  H (p1 , p2 , ..., pn ) = - ∑             
 
   , as a 

measure of uncertainty in a discrete distribution based on the Boltzmann entropy of classical statistical mechanics, 

where pi (i = 1, 2, ..., n) are the probabilities of random variable computed from a probability mass function P. Later, 
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De Luca and Termini (1972) defined a non-probabilistic entropy formula of a fuzzy set based on Shannon‟s function 

on a finite universal set  

 X = {x1 , x2 , ..., xn} as equation (2): 

ELT(A) = -k  ∑   
 
   (  )     (  )  (    (  ))   (    (  )) , k > 0                         (2) 

Szmidt and Kacprzyk (2001) extended De Luca and Termini axioms and proposed the entropy measure of  IFSs.   

 

Definition 3.  An entropy on IFS(X) is a real valued function E: IFS(X)   [0, 1], satisfying the following 

axioms: 

(1). E(A) =0 if and only if A is a crisp set ; i.e. )( iA x = 0, )( iA x  = 1or )( iA x = 1, )( iA x  = 0 for all ix X. 

(2). E(A) =1 if and only if A is a crisp set ; i.e. )( iA x = )( iA x  for all ix X. 

(3).  E(A)E(B only if  A   B. 

(4). E(A) = E(A
C
).  

 

Definition 4. For a given A IFS(X), the  intuitionistic fuzzy entropy corresponding to Ginni- Simpson‟s index of 

diversity is defined as  
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It is noted that that ELT
IFS

 (A) is composed of the hesitancy degree and the fuzziness degree of the IFS A. 

 

3.0 Proposed Fuzzy Topsis Decision Making Model 

The procedures of calculation for this proposed model can be described as follows: 

 

Step 1. Construct an intuitionistic fuzzy decision matrix. A MCDM problem can be concisely expressed in matrix 

format as 
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Let  A = A1 , A2 , ..., Am  be a set of alternatives which consists of m non-inferior decision making alternatives. 

Each alternative is assessed on n criteria, and the set of all criteria is 

denoted C = C1 , C2 , ..., Cn}.  Let W = (w 1 , w2 , ..., wn ) be the weighting vector of criteria, where  wj ≥ 0  and 

 




n

j

jw
1

 =1. 

In this study, the characteristics of the alternatives Ai are represented by the IFS as: 

Ai ={ )(,)(, jAjAj CCC
ii

 | CC j  } ,   I = 1,2,……….m.                                                     (5) where 

)( jA C
i

 and )( jA C
i

  indicate the degree that alternate Ai satisfy the criterion Cj., respectively, and )( jA C
i
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]1,0[ , )( jA C
i

 ]1,0[ , )()(1)( jAjAjA CCC
iii

   is such that the larger )( jA C
i

  the higher a 

hesitation margin of the DM about the alternative Ai with respect to the criterion Cj..  

 

Step 2. Determine the criteria weights using the entropy-based method. 
 We obtain the objective weights, i.e. called entropy weights. The smaller entropy values to which all alternatives 

Ai (i = 1, 2, ..., m) 

with littler similar criteria values with respect to a set of criteria can be obtained. According to the idea mentioned 

as above, for the decision matrix,
 

 mxnijxD ~~
  , i=1,2 …m, j = 1, ..., n, under intuitionistic fuzzy environment, 

the expected information content emitted from each criterion C j can be measured by the entropy value, denoted 

as ELT
IFS

 (C j ), as 
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where j = 1, 2, ..., n. 

Therefore, the degree of divergence (dj) of the average intrinsic information provided by the corresponding 

performance ratings on criterion Cj can be defined as  

dj = I - ELT
IFS

 (Cj) , j= 1,.2, ……n.                                                                                        (7)  

The value of dj represents the inherent contrast intensity of criterion Cj, then the entropy weight of the jth criterion 

is  

./
1





n

j

jjj ddW
                                                                                                                    (8) 

Step 3. Construct the weighted intuitnistic fuzzy decision matrix. A weighted intuitionistic fuzzy decision matrix 

Z can be obtained by aggregating the weight vector W and the intuitionistic fuzzy decision matrix D
~

 as: 

    
mxnijmxnij

T xxWZ ˆ~~


                                                                                                     (9)     

where  

W = (w1, w2…..wj…..wn);  

  ijj w

ij

w

ijijijijx  ,)1(1ˆ,ˆˆ 
,   wj>0.

 

 

 Step 4. Determine intuitionistic fuzzy positive-ideal solution (IFPIS, A
+
) and intuitionistic fuzzy negative-ideal 

solution (IFNIS, A
−
). 

In general, the evaluation criteria can be categorized into two kinds, benefit and cost. Let G be a collection of 

benefit criteria and B be a collection of cost criteria. According to IFS theory and the principle of classical TOPSIS 

method, IFPIS and IFNIS can be defined as: 

      )|)(ˆmax),(ˆmin,|)(ˆmin,)(ˆmax, BjCCGjCCCA jij
i

jij
i

jij
i

jij
i

j iiii
 

      (10) 
 

      )|)(ˆmin),(ˆmax,|)(ˆmax,)(ˆmin, BjCCGjCCCA jij
i

jij
i

jij
i

jij
i

j iiii
 

      (11) 
 

 

Step 5. Calculate the distance measures of each alternatives Ai from IFPIS and IFNIS. 
We use the measure of intuitionistic Euclidean distance (refer to Szmidt and Kacprzyk (2000) to help determining 

the ranking of all alternatives. 

 

Step 6. Calculate the relative closeness coefficient (CC) of each alternative and rank the  

preference order of all alternatives. The relative closeness coefficient (CC) of each alternative with respect to the 

intuitionistic fuzzy ideal solutions is calculated as: 
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Step 6. Calculate the relative closeness coefficient (CC) of each alternative and rank the  preference order of all 

the alternatives. The relative closeness coefficient (CC) of each alternative with respect to the intuitionistic fuzzy 

ideal solutions is calculated as: 
CCi = dIFS(Ai, A

-
) / ( (dIFS(Ai, A

-
) + dIFS(Ai, A

+
) )                                                                   (14) 

where 0 ≤ CCi ≤ 1, i = 1, 2, ..., m. 

The larger value of CC indicates that an alternative is closer to IFPIS and farther from IFNIS simultaneously. 

Therefore, the ranking order of all the alternatives can be determined according to the descending order of CC 

values. The most preferred alternative is the one with the highest CC value. 
 

4.0. Illustrative Example 

In this section, in order to demonstrate the calculation process of the proposed approach, an example is provided.  

An investment company wants to invest a sum of money in the best choice. There are five possible companies Ai 

(i = 1, 2, ..., 5) in which to invest the money: (1) A1 is a construction company; (2) A2 is a medicine  company; (3) 

A3 is a computer company; (4) A4 is an arms company; and (5) A5 is a TV company. Each possible company will 

be evaluated across three criteria which are: (1) C1 is economical benefit; (2) C2 is social benefit; (3) C3 is 

environmental pollution, where C1 and C2 are benefit criteria, and C3 is cost criterion. 

The proposed fuzzy TOPSIS decision making model is applied to solve this problem, and the computational 

procedure is described step by step as below: 

Step 1. The ratings for five possible companies with respect to three criteria are represented by IFSs. The 

intuitionistic fuzzy decision matrix D is constructed by the investment company can be expressed as Table 1.                                  

Table 1. Intuitionistic fuzzy decision matrix D
~

 

 C1 C2 C3 

A1 20.0,70.0  10.0,85.0  50.0,30.0  

A2 05.0,90.0  25.0,70.0  50.0,40.0  

A3 10.0,80.0  10.0,85.0  60.0,30.0  

A4 00.0,90.0  10.0,80.0  70.0,20.0  

A5 15.0,80.0  20.0,75.0  40.0,50.0  

 

Step 2. Determine the criteria weights. Using Eq. (6), the entropy values for criteria C1, C2 and C3, respectively, 

are: 0.4144, 0.5480, and 0.9080. The degree of divergence dj on each criterion C j (j = 1, 2, 3) may be obtained by 

Eq. (7) as 0.5856, 0.4520, and 0.0920, respectively. Therefore, the criteria weighting vector can be expressed as 

W = (0.5184, 0.4001, 0.0814) by applying Eq. (8). 

Step 3. After determining criteria weighting vector, using Eq. (9), the weighted intuitionistic fuzzy decision matrix 

Z is then obtained as Table 2. 
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             Table 2. Weighted intuitionistic fuzzy decision matrix Z
~

 

 C1 C2 C3 

A1 4341.0,4642.0  3980.0,5318.0  9451.0,0286.0  

A2 2116.0,6968.0  5742.0,3822.0  9451.0,0407.0  

A3 3031.0,5658.0  3980.0,5318.0  9592.0,0286.0  

A4 0000.0,6968.0  3980.0,4747.0  9713.0,0179.0  

A5 3740.0,5658.0  5252.0,4257.0  9281.0,0548.0  

 

Step 4. In this case, criteria C1 and C2 belong to the benefit criteria , and criterion C3 belong to cost criterion. Using 

Eqs.  (10) and (11), each alternative‟s IFPIS (A
+
 ) and IFNIS (A

−
) with respect to criteria can be determined as: 

A
+
 = 〈 0.6968, 0.0000〉 〈 0.5318, 0.3918〉 〈0.01799, 0.9713〉  

A
−
 = 〈 0.4642, 0.4341〉 〈 0.3822, 0.5742〉 〈0.05486, 0.9281〉  

Step 5. Calculate the distance between alternatives and intuitionistic fuzzy ideal solutions (IFPIS and IFNIS) 

using Eqs. (11) and (12). 

Step 6. Using Eq. (14), the relative closeness coefficient (CC ) can be obtained. 

The distance, relative closeness coefficient, and corresponding ranking of five possible companies are tabulated in 

Table 3. Therefore, we can see that the order of rating among five alternatives is A4   A3  A2   A1   A5 , 

where “  ” indicates the relation “preferred to”. Therefore, the best choice would be A4 (arms company). From the 

process of calculation, we can see that the proposed approach is suitable for dealing with fuzzy MCDM problems 

evaluated by IFSs. 

Table 3. The distance measure, relative closeness coefficient and ranking 

Alternatives dIFS(Ai, A
+
) dIFS(Ai, A

-
) CCi Rank 

A1 .7798 .9113 .5388 4 

A2 .7309 .9247 .5585 3 

A3 .6903 .9177 .5707 2 

A4 .5987 .9275 .6077 1 

A5 .8666 .9771 .5299 5 

 

5.0. Conclusion 

In this present work, we propose an entropy-based MCDM model, in which the characteristics of the alternatives 

are represented by IFSs. In information theory, the entropy is related with the average information quantity of a 

source. Based on the principle, the optimal criteria weights can be obtained by the proposed entropy-based 

model. The main difference of this method from classical TOPSIS consists in the introduction of objective 

entropy weight under intuitionistic fuzzy environment. 
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